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a  b  s  t  r  a  c  t

Thermal  stratification  and  striping  are  observed  in  many  piping  systems  including  those  of nuclear  power
plants.  Periodic  occurrences  of  these  thermal  transients  lead  to  fatigue  and  may  induce  undesirable  fail-
ures and  deformations  to  the  piping.  The  Thermal  Hydraulic  Laboratory  of  the  Centro  de  Desenvolvimento
da  Tecnologia  Nuclear/Comissão  Nacional  de  Energia  Nuclear  (CDTN/CNEN)  conducts  an  experimental
and  numerical  project  simulating  the  thermal  stratified  flows  in  piping  systems  of  pressurized  water
reactors  (PWR)  to  obtain  some  understanding  on  these  phenomena.  Experiments  were  carried  out  in a
test  section  simulating  the  steam  generator  injection  nozzle  of  a PWR.  A  numerical  simulation  of  one
experiment  was  performed  with  the  commercial  finite  volume  Computational  Fluid  Dynamic  code  CFX
13.0.  A vertical  symmetry  plane  along  the  pipe  was adopted  to  reduce  the  geometry  in  one half,  reduc-
ing  mesh  element  size  and  minimizing  processing  time.  The  RANS  two  equations  RNG  k–ε  turbulence
model  with  scalable  wall  function  and  the full  buoyancy  model  were  used  in  the  simulation.  In order

to  properly  evaluate  the  numerical  model  it was  performed  a Verification  and  Validation  (V&V)  process.
Numerical  uncertainties  due  to  mesh  refinement  and  time  step  were  evaluated.  This validation  process
showed  the  great  importance  of  a proper  quantitative  evaluation  of numerical  results.  In past  studies
qualitative  evaluations  were  considered  enough  and  numerical  results  like  the  one  presented  here  could
be considered  satisfactory  for  the  prediction  of  thermal  stratified  flows.  However,  with  the  present  V&V
study  it  was  possible  to identify  objectively  the  strengths  and  weaknesses  of  the  model.
. Introduction

Single-phase thermally stratified flows occur in piping systems
here two different layers of the same liquid flow separately with-

ut appreciable mixing due to the difference in temperature (and
ensity) and low velocities. This condition results in a varying
emperature distribution in the pipe wall and in an excessive dif-
erential expansion between the upper and lower parts of the pipe
hreatening its integrity.

Some safety related piping systems connected to reactor coolant
ystems in operating nuclear power plants are known to be poten-
ially susceptible to fatigue resulting from thermally stratified

ows. Piping systems of PWR  plants typically related with thermal
tratification are pressurizer surge lines, emergency core cooling
ines, residual heat removal lines as well as some segments of the

∗ Corresponding author at: Centro de Desenvolvimento da Tecnologia Nuclear,
omissão Nacional de Energia Nuclear, Av. Pres. Antônio Carlos, 6627 – 30270-901
elo Horizonte, MG,  Brazil. Tel.: +55 31 3069 3124; fax: +55 31 3069 3411.
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029-5493/$ – see front matter ©  2012 Elsevier B.V. All rights reserved.
ttp://dx.doi.org/10.1016/j.nucengdes.2012.03.044
© 2012 Elsevier B.V. All rights reserved.

main piping system of the primary and secondary cooling loops,
such as the hot and cold legs in the primary and the steam gen-
erator feedwater piping system in the secondary piping circuits
(Häfner, 1990; Schuler and Herter, 2004). Temperature differences
of about 200 K can be found in a narrow band around the hot and
cold water interface. To assess potential piping system damage due
to thermal stratification, it is necessary to determine the transient
temperature distributions in the pipe wall. Aiming to improve the
knowledge on thermally stratified flow and increase safety in PWR
nuclear reactors, several experimental and theoretical investiga-
tions have been conducted in the past years (Häfner, 1990; Navarro
et al., 2008b).  In recent theoretical evaluations, CFD (Computational
Fluid Dynamic) analysis using three dimensional Reynolds Aver-
aged Navier Stokes (RANS) has been used and evaluated (Farkas
and Tóth, 2010; Walker et al., 2010; Navarro et al., 2008a,b).

However, before CFD can be considered as a reliable tool for
the analysis of thermal stratification there is a need to estab-

lish the credibility of the numerical results. Procedures must be
defined to evaluate the error and uncertainty due to aspects such as
mesh refinement, time step, turbulence model, wall treatment and
appropriate definition of boundary conditions. These procedures

dx.doi.org/10.1016/j.nucengdes.2012.03.044
http://www.sciencedirect.com/science/journal/00295493
http://www.elsevier.com/locate/nucengdes
mailto:hcr@cdtn.br
dx.doi.org/10.1016/j.nucengdes.2012.03.044
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Table 1
Boundary conditions for the experiment and simulations.

Flow rate
(kg/s)

Pgauge

(bar)
Thot (◦C) Tcold (◦C)

CFX and experiment 0.76 21.1 219.2 31.7
H.C. Rezende et al. / Nuclear Eng

re referred to as Verification and Validation (V&V) processes
Roache, 2009). Some of the most important nuclear organizations
f the world have already published reports intended to act as
uides on how to address CFD V&V (Mahaffy et al., 2007; IAEA,
003). In 2009 a standard was published by the American Society
f Mechanical Engineers (ASME) establishing detailed procedures
or V&V of CFD simulations (ASME, 2009).

According to this standard the objective of validation is to
stimate the modeling error within an uncertainty range. This is
ccomplished by comparing the result of a simulation (S) and an
xperiment (D) at a particular validation point. The discrepancy
etween these two values, called comparison error (E), can be
efined by Eq. (1) as the combination of the errors of the simu-

ation (ıS = S − True Value) and experiment (ıexp = D − True Value)
o an unknown True Value.

 = S − D = ıS − ıexp (1)

The simulation error can be decomposed in input error (ıinput)
hat is due to geometrical and physical parameters, numerical error
ınum) that is due to the numerical solution of the equations and

odeling error (ımodel) that is due to assumptions and approxima-
ions. Splitting the simulation error in its three components and
xpanding Eq. (1) to isolate the modeling error, it gives Eq. (2).

model = E − (ıinum + ıinput − ıexp) (2)

Then, the standard applies to this analysis the same concepts of
rror and uncertainty used in experimental data analysis, defining

 validation standard uncertainty, uval, as an estimate of the stan-
ard deviation of the parent population of the combination of the
rrors in brackets in Eq. (2),  in such a way that the modeling error
alls within the range [E + uval, E − uval], or using a more common
otation:

model = E ± uval (3)

Supposing that the errors are independent, uval can be defined
s Eq. (4).

val =
√

u2
num + u2

input + u2
exp (4)

The estimation of these uncertainties is at the core of the pro-
ess of validation. The experimental uncertainty can be estimated
y well established techniques (ISO, 1993). Input uncertainty is
sually determined by propagation techniques (ASME, 2009) or
nalytically. The numerical uncertainty, on the other hand, poses
reater difficulties to assess.

The estimation of the numerical uncertainty is called verification
nd is usually split into two categories: code and solution verifica-
ion. Code verification evaluates the mathematical correctness of
he code and is accomplished by simulating a problem that has an
xact solution and verifying if that solution were obtained. This
ctivity requires extensive programming access to the core of the
ode which is not available in commercial codes and is expected to
e performed and documented by the supplier (ASME, 2009).

Solution verification is the process of estimating the numerical
ncertainty for a particular solution of a problem of interest. The
wo main sources of errors here are the discretization and iteration
rocesses. The discretization error is the difference between the
esult of a simulation using a finite grid in time and space and that
btained with an infinitely refined one. The methods developed to
valuate it are based on a systematic grid refinement study where
he solution is expected to asymptotically approximate the exact

alue as the grid is refined, at a rate proportional to the discretiza-
ion order of the solution. The iteration error is present in codes that
se iterative solvers, where the result must converge to the exact
alue as the iterations develop. It is usually estimated using the
ıa 0.03 0.5 2.4 2.4

a Global uncertainty.

residual root mean square (RMS) between subsequent iterations of
a variable over all the volumes of the domain (ANSYS, 2010).

This paper summarizes a numerical methodology used for the
simulation of single-phase thermally stratified flow experiments
performed in a pipe similar to the steam generator nozzle of a
nuclear reactor at CDTN/CNEN Thermal Hydraulic Laboratory. A
V&V evaluation of the numerical model according to the ASME
(2009) standard was performed.

2. Experimental methodology

Fig. 1 shows a diagram of the experimental facility. A vessel
simulates the steam generator tank and a stainless steel piping
system (D = 0.1223 m) with a vertical to horizontal curve simulates
the steam generator injection nozzle. Both vessel and piping system
were insulated using 2 in. thick stone wool covered with aluminum
sheets to minimize thermal loss to the ambient. In a typical test,
both the vessel and the piping system are initially filled with cold
water which is then heated and pressurized by injecting steam from
a boiler. As the foreseen pressure and temperature are reached, the
water is circulated in the pipe (gray painted region in Fig. 1) to
promote its temperature homogenization. After this previous con-
ditioning, the experiment begins with the injection of cold water at
low flow rate at the bottom end of the vertical pipe segment. The
water leaves the piping system through eleven upper holes at the
horizontal segment of the pipe inside the vessel.

Wall and fluid temperatures are measured with type K thermo-
couples 0.5 mm in diameter, distributed in three measuring stations
(1–3). In each measuring station fluid thermocouples are positioned
along the tube vertical diameter and along the inner wall perime-
ter, 3 mm away from the wall. Thermocouples were also brazed
along the outer wall perimeter. Two thermocouples installed at
position “A” aim to synchronize the experimental and numerical
cold water front arrival. The inlet cold water temperature is also
measured with type K thermocouples. The measurement of the
injected water flow rate is obtained by means of a set of orifice
plate and differential pressure transducer and the system pressure
by a gauge pressure transducer.

The driving parameter considered to characterize flow under
stratified regime due to difference in specific masses is the Froude
Number. Different Froude Numbers, from 0.018 to 0.43, were
obtained in different testes by setting injection cold water flow
rates and hot water initial temperatures. This Froude Number range
corresponds to that found in the steam generator injection nozzle
during the plant start up.

3. Numerical methodology

The numerical simulation of an experiment with Froude Num-
ber 0.146 was  performed in a simplified geometry by using CFX
13.0 (ANSYS, 2010) code. Others parameters of the experiment are
shown in Table 1. The geometry in Fig. 1 was simulated with the
omission of the flanges and most of the lower inlet geometry, as

shown in Fig. 2. A previous study (Navarro et al., 2008b) showed that
these simplifications have no significant influence on the results.

The computational model was  generated with two domains:
one solid, corresponding to the pipes walls, and one fluid for the
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Fig. 1. Diagram of the experimental facility test sectio

ater in its interior. A vertical symmetry plane along the pipe was
dopted to reduce the mesh size in one half, minimizing processing
ime. Although the entrance pipe and the elbow curve can cause
ross-flow and non-symmetric flow, previous study showed that
he thermally stratified flow thermal profile is symmetric in the
orizontal (Navarro et al., 2008c).  The external tube walls and the

nternal vessel walls were considered adiabatic. Mass flow inlet
nd outlet conditions were defined, respectively, at the lower end
f the pipe and at the upper end of the vessel. Fig. 2 shows the
omputational model’s details.

The initial conditions shown in Table 1 were used in the
imulations. Water properties like density, viscosity and thermal
xpansion coefficient were adjusted by regression as function of
emperature with data extracted from Table IAPWS-IF97 (Wagner
nd Pru�, 2002), in the simulation range (25–221 ◦C).

The RANS – Reynolds Averaging Navier–Stokes equations, the
wo equations of the RNG k–ε turbulence model, with scalable

all functions, the full buoyancy model and the total energy heat

ransfer model with the viscous work term were solved. Terms to
ccount for the production and dissipation of turbulence due to
uoyancy effects were included in the turbulence model. Although

Fig. 2. Computational model domains and boundary conditions.
thermocouple distribution at measuring stations 1–3.

the RNG k–ε turbulence model may  not be theoretically the most
recommended model for thermal stratification modeling, our expe-
rience is that it is a simpler model with stable convergence behavior
and smaller running time, which makes it a good candidate for more
practical applications in analysis and development of industrial
geometries.

The simulations were performed using parallel processing with
up to six workstations with two 4 core processor and 24 GB of RAM.
All simulations were performed using the high resolution numer-
ical scheme (formally second order) for the discretization of the
conservation and RNG k–ε turbulence model equations terms and
second order backward Euler scheme for the transient terms. A root
mean square (RMS) residual target value of 10−6 was  defined as
the convergence criteria for the simulations in double precision. By
using this RMS  target the interactive error is minimized and can
be neglected in the uncertainty evaluation as its contribution are
usually many orders lower than the ones from other sources such
as discretization (Roache, 2009).

A mesh and time step study described in the following section
was  performed according to ASME V&V 20 (ASME, 2009) standard
to assess the numerical uncertainty. After this process the verified
numerical results were compared with the experimental results in
a validation process, also according to V&V ASME standard.

3.1. Discretization investigation

A solution verification study was  performed according to ASME
CFD Verification and Validation standard (ASME, 2009) to evaluate
mesh and time step uncertainties. Three gradually refined non-
structured tetrahedral meshes with prismatic near wall elements
(inflated) were generated for the model presented in Fig. 2 to eval-
uate mesh related uncertainty. Progressive grid refinements were
applied to edge sizing of the piping system elements. The ratio
between the height of the last prismatic layer and the first tetrahe-
dral was  kept equal to 0.5 for all meshes. Three layers of prismatic

structured volumes were built close to the surfaces in the solid
and fluid domains to capture boundary layer effects and yielded
an average y+ equal to 5, 10 and 20 for meshes 1 (most refined),
2 and 3, respectively. The growth factor between prismatic layers
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Fig. 3. Mesh details.

Table 2
Meshes characteristics.

Mesh, i hi (mm)  No. of elements/nodes ri Element edge
length (mm)

1 2.84 2,809,114/13,533,642 1.83 2.5
2  5.22 583,012/2,191,174 1.67 5.0
3  8.70 198,152/472,909 – 10.0

Table 3
Time steps characteristics.

Time, j tj (s) rj

1 0.075 1.51
2  0.113 1.50

w
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w
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r

pi
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− s
3 0.169 –

as maintained constant with a recommended value of 1.2 (ANSYS,
010). A localized mesh edge sizing of 5 mm was applied at the inlet
ozzle of the vertical pipe and vessel outlet nozzle for all meshes.
t the outlet holes of the horizontal pipe an edge sizing of 2 mm
as also used for all meshes. Element sizing in the vessel was  set

o expand freely with a growth factor of 1.2.
Fig. 3 shows some details of the generated meshes. The char-

cteristics of the generate meshes are shown in Table 2. The table
ncludes the resulting grid refinement ratio (ri) and representative
rid edge size (hi) defined by Eqs. (5) and (6),  respectively.

i = hlast coarse mesh i+1

hpresent mesh i
(5)

i =
(

Model volume
Number of elements of mesh i

)1/3

(6)

To evaluate time step related uncertainty, three gradually
efined time steps shown in Table 3 were used for the simulation
f the model with mesh 2 presented in Fig. 3. Table 3 includes the
esulting time step refinement ratio (rj) defined by Eq. (7).

tlast coarse time step j+1

j =

hpresent time step j
(7)
Fig. 4. Thermocouples positions.

4. Results

4.1. Solution verification

Solution verification was  performed using the three generated
meshes and three simulated time steps based on the Grid Conver-
gence Index method (GCI) of the ASME V&V 20 standard (ASME,
2009). The theoretical basis of the method is to assume that the
results are asymptotically converging towards the exact solution of
the equation system as the discretization is refined with an appar-
ent order of convergence (p) that is in theory proportional to the
order of the discretization scheme. The objective of the method
is to determine a 95% confidence interval (±unum 95% = ±GCI) con-
taining the exact solution, by utilizing three systematically refined
discretizations. In other word, the objective is to determine the
expanded uncertainty interval due to the discretization.

Considering the representative grid edge sizes hi−1 < hi < hi+1 and
grid refinement ratios ri = hi+1/hi, the apparent order of conver-
gence p can be determined by Eqs. (8)–(10) (Celik et al., 2008). In
an analogous manner similar equations can be obtained for time
discretization. However, it will be omitted for brevity.

pi = 1
ln(ri)

∣∣∣ln ∣∣∣ ei+1

ei

∣∣∣+ q(pi)
∣∣∣ (8)

( )

q(pi) = ln

r
pi
i+1 − s

(9)
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Table  4
Verification process results for several thermocouple positions.

Position in the pipe Mesh Time step

pm
a GCIm

a (◦C) Maximum GCIm (◦C) pt
a GCIt

a (◦C) Maximum GCIt (◦C)

Internal
T1I01 1.58 14.012 41.608 1.00 0.056 0.173
T1I05  1.88 1.174 35.020 1.32 0.415 17.257
T1I10 1.52 0.496 75.830 1.27 0.578 45.339
T2I01 1.32 7.394 22.829 1.31 0.030 0.218
T2I06  1.87 1.377 51.166 1.22 0.594 21.577
T2I15  1.48 1.489 99.554 1.20 0.748 70.006
T3I02  1.80 1.099 64.103 1.21 0.544 13.988
T3I05  1.47 1.220 122.122 1.23 0.584 51.247

Probe
T1S05 1.64 2.034 60.014 1.23 0.546 14.964
T2S04  1.65 1.766 58.885 1.16 0.902 15.776
T3S02  1.44 2.381 45.358 1.32 0.796 20.076

External
T1E02  1.61 2.198 6.347 1.05 0.010 0.095
T1E10  1.56 0.199 0.601 1.21 0.087 0.537
T2E01  1.34 0.164 1.115 1.17 0.003 0.015

2 

s

w
t
x

t
a
o
t
o

T2E11  1.16 1.599 3.30

a Time averaged values.

 = 1 · sgn
(

εi+1

εi

)
(10)

here εi+1 = �i+2 − �i+1, εi = �i+1 − �i, �k denotes the variable solu-
ion on the kth grid and sgn is the signal function (sgn(x) = −1 for

 < 0; 0 for x = 0 and 1 for x > 0).
It is recommended that the obtained value of p be limited to

he maximum theoretical value, which for the used high resolution

nd Euler discretization scheme is 2 (ASME, 2009). Also the value
f p can be limited to a minimum of 1 to avoid exaggerations of
he predicted uncertainty. However, it is recommended that the
btained value be presented for comparison, when it is limited.
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Fig. 5. Numerical uncertainty evaluatio
1.47 0.0185 0.621

With the value of p the expanded uncertainty GCI can be calcu-
lated using Eq. (11) using an empirical Factor of Safety, Fs, equal to
1.25, which is the recommended value by the standard for solution
verification studies using three or more meshes (ASME, 2009).

GCIi = Fs · εi

r
pi
i

− 1
(11)
When the presented procedure is applied to obtain the GCI for
local variables, such as a temperature profile, an average value of p
should be used to represent a global order of accuracy (Celik et al.,
2008).

1 2 3Time step :

0 25 50 75 10 0

Time [s]

Time step  uncertainty

T2S04

n due to the mesh and time step.
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Mesh and time step uncertainties are considered independent

n this study and the total numerical expanded uncertainty is cal-
ulated through Eq. (12).

num =
√

GCI2mesh + GCI2time step (12)
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pper thermocouples.

In this study the temperature profiles along time were evaluated

in several positions of the test section. Fig. 4 displays the analyzed
positions that are equivalent to the thermocouple positions of the
experiments.

Exper imen t
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Nume rical  Unce rtain ty
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Table 4 shows the obtained results of the performed verification
rocess. Average values for p and GCI are presented as the maxi-

um GCI of the entire profile. These maximums were all located

n regions of steep temperature gradients, which explain the very
igh values observed.
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It  can be observed in Table 4 that uncertainties due to the mesh
are in average greater than those due to the time step. One reason

for these values could be attributed to the least refined mesh used
in the study, Mesh 3 shown in Table 2. This mesh could be too coarse
and as the uncertainty estimation relies on three meshes this could
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r and lower thermocouples positioned internally and externally.
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the validation error is relatively low and well predicted. It is also
observed that the external temperature difference presents good
agreement between experimental and numerical results during the
evaluated time.
Time [s ]

Fig. 10. Numerical and experimen

ead to an overestimation of the total uncertainty for the refined
esh. Only thermocouples T1I01 and T2I01 displayed numerical

verage uncertainties greater than the experimental one (2.4 ◦C).
oth thermocouples are located in the upper region of the vertical
ube which indicates that this region is the most affected by the

esh refinement.
An example of the obtained results from the verification pro-

ess is shown in Fig. 5 that displays the temperature profiles along
he time at thermocouple position T2S04 obtained by the simu-
ated meshes and time steps and the associated uncertainties. It is
bserved that the mesh contribution to uncertainty is much greater
han that of the time step. The higher values of uncertainty were
btained at the abrupt temperature drop region and at the subse-
uent temperature oscillation period.

.2. Validation

Following the solution verification, a validation process was
erformed comparing the numerical results with experimental
ata. The presented numerical results were obtained with the
nest mesh and time step studied. To determine the validation
xpanded uncertainty, uval (Eq. (4)), only the estimated numerical
nd experimental uncertainties were considered. The input con-
ribution was neglected. Although the input uncertainty is in fact
on-neglectable, its evaluation is beyond the purpose of this study
s it is extremely complex and requires hundreds of simulations
aking in account fabrication tolerances and uncertainties in all

easurable variables.
Fig. 6 shows a comparison between numerical and experimen-

al results as well as the validation error (E = S − D) and validation
ncertainty for the upper thermocouples. Very high validation
ncertainty after the beginning of the temperature drop can be
bserved. This high uncertainty is attributed to the mesh that influ-
nces greatly the results in this region. Validations become poor
fter 150 s of simulation. Before that time, however, the numerical
nd experimental results present a good agreement.

Figs. 7 and 8 show a comparison between numerical and exper-
mental results with the validation uncertainty and the validation
rror (E = S − D), respectively, for the probe and lower thermocou-
les. Results for both regions show a high validation error and
ncertainty for the beginning of the temperature drop and subse-
uent oscillations. It is observed that the cold water front reaches
he center of the pipe (probe thermocouples) before the experi-

ent and that the temperature drop in the lower region of the
ipe is quicker in the simulation. Although considerable validation
rror is observed, the qualitative agreement between experiment

nd simulation can be considered good as most of the behavior
bserved was reproduced.

Fig. 9 shows the evolution of the temperature differences
etween the average temperatures on the highest and lowest
Time [s ]

ults for the probe thermocouples.

positions of the horizontal tube calculated through Eq. (13) for the
internal and external thermocouples.

DT = (Tu
1 + Tu

2 ) − (Tl
1 + Tl

2)
2

(13)

where the superscripts u and l are relative, respectively, to the
upper and the lower positions and subscripts 1 and 2, respectively,
to measuring stations 1 and 2 of the horizontal tube.

As can be seen from Fig. 9, for the region of highest temperature
difference, which is most critical for the piping system integrity,
Fig. 11. Temperature contours evolution along time.
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Fig. 12. Flow velocity behavior along time.

It can be observed that the numerical model reproduced the
eneral flow behavior of the experiments by a qualitative stand-
oint. Fig. 10 shows the numerical and experimental temperature
volutions at middle high thermocouple positions at the three
easuring stations. The experimental results show an early and

emporary cooling that occurred successively at thermocouples
1S05, T2S04 and T3S02, followed by a sudden and permanent cool-
ng that occurred successively in thermocouples T3S02, T2S04 and
1S05. The early cooling was not observed in the numerical simula-
ion but the sudden and permanent cooling was reproduced in the
ame sequence, in a direction opposite to the cooling of the lower
hermocouples shown in Fig. 8. Both numerical and experimental
esults also show that the thermocouples were cooled to different
emperature levels with T1S05 being the coolest one.

These results indicate that the cold water front hits the wall at
he end of the horizontal pipe and the cold water starts filling the
ipe in the opposite direction from the end wall to the curve as a
econd cold water front, while the hot water re-circulates at the
op of the pipe. This could be observed numerically in Fig. 11 that
hows the cold water front evolution along time.

It can also be observed in Fig. 11 that a cold water “head” is
ormed as the cold water front advances in the horizontal pipe.
ven though in the numerical solution this “head” was not high
nough to influence the temperature of the water at the middle of
he pipe, this flow structure could explain the temperature reduc-

ion and rise observed experimentally between 25 and 50 s. This
henomenon occurred for all thermocouples as shown in Fig. 10.

Fig. 12 shows details of the flow behavior and flow velocity evo-
ution in the numerical simulation and highlights the previously
g and Design 248 (2012) 72– 81

observed behavior, i.e., as the cold front reaches the end of the pipe
it starts filling the pipe in the opposite direction eliminating almost
all of the recirculating hot water. However, some hot water remains
imprisoned at the top of the pipe as the injected cold water takes
control of all water exits holes. This phenomenon is observed exper-
imentally and causes the thermal stratification at the top of the pipe
to persist for many minutes.

5. Conclusions

Single-phase thermal stratification was  simulated numerically
using CFX 13.0 (ANSYS, 2010) and experimentally in a piping sys-
tem similar to the steam generator injection nozzle at the secondary
loop of a pressurized water reactor (PWR). The experimental and
numerical simulations were carried out with a mass flow rate of
0.76 kg/s, corresponding to a Froude Number of 0.146.

A V&V evaluation of the numerical CFD methodology based on
ASMEs standard (ASME, 2009) was performed. Solution verification
was  performed using three progressively refined meshes and time
steps. Temperature profiles in several positions inside and outside
the piping system were evaluated. In average the uncertainties due
to the mesh were greater than those due to the time step. One  rea-
son for these values could be attributed to the coarse mesh used
in the study that could lead to overestimation of the total uncer-
tainty of the refined mesh. Only thermocouples located in the upper
region of the vertical tube displayed average uncertainties above
the experimental one of 2.4 K, which indicates that this region is
the most affected by the mesh refinement.

A validation process was performed according to the ASME
V&V 20 standard (ASME, 2009). Very high validation uncertainty
after the beginning of the temperature drop could be observed
for the thermocouples in the highest positions inside the piping
system. This high uncertainty was  attributed to the mesh that
influences greatly the results in this region. Results for the inter-
mediary and lower regions of the pipe showed a high validation
error and uncertainty for the beginning of the temperature drop
and during the subsequent oscillations. It was  observed that in the
numerical simulation the cold water front reaches the center of the
pipe before the experiment and that the temperature drop in the
lower region of the pipe is quicker in the simulation. This could
be associated to model deficiencies as boundary conditions or/and
turbulence model. The use of more sophisticated Reynolds stress
turbulence models or even LES modeling should be evaluated in the
future.

Although considerable validation error was observed the qual-
itative agreement between experiment and simulation can be
considered good as most of the behavior observed was reproduced.
The region of highest temperature difference, which is the most
critical for the piping system integrity, showed a relatively low val-
idation error and was well predicted. It was also observed that the
external temperature difference agreement between experimen-
tal and numerical results presented a good agreement during the
evaluated time.

The performed validation process showed the importance of
proper quantitative evaluation of numerical results. In past stud-
ies a qualitative evaluation of the results would be considered
sufficient and the present model would be considered satisfac-
tory for thermal stratification prediction and study. However, with
the present V&V study it was  possible to identify objectively the
strengths and weaknesses of the model.
ANSYS, 2010. CFX-13.0 User Manuals, Canonsburg, USA.
ASME, 2009. Standard for Verification and Validation in Computational Fluid

Dynamics and Heat Transfer – V&V 20. ASME, NY, USA.
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